
Abstract. The self-interaction error (SIE) of commonly
used density functional theory (DFT) exchange func-
tionals mimics long-range (nondynamic) pair correlation
effects in an unspecified way. Slater exchange suffers
from a larger SIE and, therefore, covers more nondy-
namic correlation effects than Becke exchange, which is
the reason why exchange–correlation (XC) functionals
based on Slater exchange lead to stabler restricted DFT
solutions than those based on Becke exchange. However,
the stability of an XC functional does not guarantee
higher accuracy. On the contrary, if system-specific
nondynamic correlation effects have to be introduced via
the form of the wave function, these will be suppressed
by nondynamic correlation effects already covered by
the exchange functional. Hybrid functionals suffer less
from the SIE and, therefore, cover a smaller number of
nondynamic electron correlation effects. Accordingly,
they are better suited when nondynamic electron corre-
lation has to be introduced by the form of the wave
function. It is shown that, for example, broken-symme-
try unrestricted DFT calculations are more accurate
when carried out with B3LYP than BLYP contrary to
claims made in the literature.
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1 Introduction

Despite the enormous success of density functional
theory (DFT) [1, 2, 3] in the realm of chemistry during
the last 15 years, [4] there are still well-known short-
comings of DFT, which hamper its application in a more
predictable way. In general, the deficiencies of DFT can
be traced back to the approximate nature of the

commonly used exchange–correlation (XC) functionals
[5 – 18]. They have been constantly improved from the
original local density approximation (LDA) functionals
[5, 6, 7] to the better performing general gradient
approximation (GGA) functionals, [8, 9, 10, 11] then
to the (partially empirically adjusted) hybrid functionals
[12, 13, 14, 15, 16] and finally to the kinetic energy
density functionals [17, 18] that improve in particular
exchange. However, even the best XC functionals
available today are still approximate and, therefore,
cannot guarantee that any new type of electronic system,
single-reference or multireference in nature, is correctly
described by the Kohn–Sham (KS) determinant.

In this work, we show that the self-interaction error
(SIE) of approximate XC functionals [19 – 28] has a
major impact on the performance of standard DFT
methods. The SIE, although an error in nature, is pref-
erentially responsible for the stability of XC functionals.
The internal and external stability of a restricted DFT
(RDFT) description of a given electronic system can be
determined with the help of stability matrices [29, 30].
For example, in the case of a dissociating molecule A-A
the RDFT solution becomes externally unstable at a
particular distance rbðA–AÞ where the RDFT and unre-
stricted DFT (UDFT) solutions bifurcate, the latter
being lower in energy than the former. This is indicated
by the fact that the external stability matrix possesses
one negative eigenvalue, k, indicating a breaking of the
constraint wa ¼ wb. The more negative k is, the larger is
the observed instability. The corresponding eigenvector
leads outside the restricted subspace, thus yielding an
UDFT energy lower than the RDFT energy [30, 31]. For
a given value of rðA–AÞ > rb (A-A), the energy lowering,
DEðU � RÞ, can also be used to assess the instability of
the RDFT solution [31].

In a previous investigation, Gräfenstein et al. [31]
found that in general LDA functionals are more stable
than GGA functionals and the latter in turn are
more stable than hybrid functionals. The differences
DEðU � RÞ increase parallel to this trend. The general
understanding is that a DFT solution is stabler, the more
correlation effects are covered by the XC functional in
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question. There are considerations in the way that LDA
functionals cover more correlation effects than GGA
functionals and that the admixture of Hartree–Fock
(HF) exchange leads to larger instability of DFT because
HF is always less stable than DFT in practical applica-
tions [29, 30, 31].

It is well-known that at the HF level of theory, an
extension of the basis set increases the stability of the R
solution. This holds also for DFT as is reflected by the
calculated stability parameters k and the differences
DEðU � RÞ, although normally the changes are relatively
small [31].

It has been argued that with increasing stability of an
XC functional more reliable DFT descriptions are ob-
tained [32, 33]. Following this argument, the conclusion
could be drawn that the LDA functionals provide the
most reliable descriptions, which is certainly not true.
Nevertheless, it seems to be generally accepted that the
stability of a GGA functional such as BLYP compared to
that of a hybrid functional such as B3LYP suggests that
the former rather than the latter should be used in cases
where the stability of the XC functional might matter.

In this work, we investigate the relationship between
the SIE and the stability of a given XC functional. It is
shown that the SIE of a LDA or GGA exchange func-
tional mimics long-range (nondynamic) electron corre-
lation effects and increases in this way the stability of the
corresponding DFT method. We further show that the
stability of an XC functional is not necessarily a reliable
indicator for its performance. On the contrary, it might
disguise shortcomings of the DFT approach as, for ex-
ample, an unsuitable double counting or a suppression
of nondynamic electron correlation effects that one
wants to include via the form of the wave function. By
analyzing this situation, we demonstrate that it is better
to use a hybrid functional such as B3LYP rather than a
GGA functional such as BLYP because hybrid func-
tionals by their construction largely avoid a suppression
of correlation effects.

The results of this investigation are presented in the
following way. The computational methods applied in
this work are described in Sect. 2 We show how non-
dynamic electron correlation effects are included into
DFT via the SIE of the exchange functional in Sect. 3. In
Sect. 4, the question of a double counting of nondy-
namic electron correlation is considered and in Sect. 5
the question whether there is a need for generally ap-
plicable self-interaction-corrected (SIC) DFT method.

2 Computational methods

Electron correlation leads to the effective separation of n-electron
clusters in the available atomic or molecular space. The most im-
portant electron correlation effects are found for n ¼ 2 or 3, while
for higher n-electron clusters disconnected correlation effects in-
volving m-electron ðm < nÞ clusters are important. To simplify the
discussion, we focus in this work on electron-pair correlation ef-
fects, in particular left–right, angular, and in–out correlation. These
effects are easy to visualize, while higher-order correlation effects
occur simultaneously with lower-order effects and, therefore, are
more difficult to separate from the much stronger pair correlation
effects. The degree of electron-pair correlation is assessed with the
help of the electron density distribution, qðrÞ. By calculating

difference electron density distributions, Dq(A,B)= q(method A)-
q(method B), for a series of wave function theory (WFT) methods
with well-defined electron correlation effects, it is possible to set up
a qualitative order of increasing pair correlation effects [34, 35, 36,
37].

Terms describing pair correlation effects were originally defined
in connection with multiconfigurational self-consistent-field (SCF)
calculations, i.e. for nondynamic (long-range) electron correlation;
however, they are equally used when describing dynamic (short-
range) electron correlation because both long-range and short-
range correlation can lead to similar changes in qðrÞ. If these
changes are made visible by using a suitable reference density, it
will not be possible without additional investigations, for example,
of the XC hole, to identify left–right separation of negative charge
as a short-range or a long-range correlation effect. This has to be
considered when discussing the difference density distributions
calculated in this work.

In the second step, we compare the electron density distribu-
tions generated by commonly used XC functionals with those of
suitable WFT reference densities containing specific electron cor-
relation effects. In this way, we identify correlation effects covered
by a given XC functional where, again with the help of difference
density techniques, the influence of the exchange functional is
separated from that of the correlation functional.

Special attention is given to the SIE of the DFT exchange
functionals. Actually, correct DFT must fulfill Eqs. (1), (2), (3) and
(4), which give the electron interaction energies and the interaction
potentials for the limit of a one-electron system. In such a case, the
electron density distribution is equal to the spin density distribu-
tion, qrðrÞ, which for r ¼ a obeys the conditions

R
qaðrÞdr ¼ 1 and

qbðrÞ ¼ 0.

EJ½q� þ EX½qr; 0� ¼ 0 ; ð1Þ

EC½qr; 0� ¼ 0 ; ð2Þ

tJð½q�; rÞ þ tr
Xð½qr; 0�; rÞ ¼ constant ; ð3Þ

tr
Cð½qr; 0�; rÞ ¼ 0 : ð4Þ

Clearly, a single electron does not interact with itself and, therefore,
the self-repulsion energy of the electron contained in EJ½q� has to be
canceled by the self-exchange energy EX½qr; 0� (qr ¼ qa and qb ¼ 0)
covered by the exchange functional (Eq. 1). Equation (2) clarifies
that a single electron does not possess any self-correlation energy
and Eqs. (3) and (4) make sure that the single electron moves under
the influence of the external potential, textðrÞ, of the atomic nuclei
rather than the self-Coulomb, self-exchange, and self-correlation
potentials tJ, tX, and tC, respectively. LDA and GGA exchange
functionals violate Eqs. (1) and (3), while most correlation func-
tionals (exception LYP) violate Eqs. (2) and (4). SIC-DFT methods
[21, 22, 23, 24, 25, 26, 27, 28] are designed to correct approximate
XC functionals in such a way that Eqs. (1), (2), (3) and (4) are
restored. In the following, we denote self-interaction corrected ex-
change and correlation functionals as SIC-X and SIC-C functionals
leading to SIC-DFT methods. With regard to the SIE, we distin-
guish between X-SIE and C-SIE, respectively.

For the purpose of calculating the SIE of commonly used XC
functionals the method developed by Perdew and Zunger was
employed [7, 21, 22]. The calculation can be carried out in a single-
step SIC-DFT procedure to estimate the magnitude of the SIE or
within a SCF-SIC-DFT procedure [24, 27] to calculate molecular
properties such as the electron density distribution. The Perdew–
Zunger method has the advantage of retaining the size-extensivity
of DFT [22]. It leads, however, to an orbital-dependent functional
and the results are no longer invariant with regard to rotations
among the occupied orbitals. Another problem inherent in the
Perdew–Zunger approach is that the lowest SCF energy can only be
obtained by minimizing the energy for localized orbitals [24]. Lo-
calization of the orbitals of a r–p system leads to bent bonds and,
accordingly, SCF-SIC-DFT densities are no longer comparable
with DFT or WFT densities. One can circumvent this problem by
localizing r and p orbitals separately and rotating the localized
orbitals only within a given set. In this way, only a part of the SIE is
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recovered (about 80% for molecules with a double bond [28]);
however, the comparison of SCF-SIC-DFT and DFT densities
becomes meaningful, in particular as this is done in a qualitative
rather than a quantitative way.

Small molecules representing typical bonding situations were
investigated at the SCF-SIC-DFT level of theory, where we present
here just the results for N2 in its ground state at the experimentally
determined bond length, re of 1.098 Å [38]. Reference densities were
calculated using standard HF, M�ller–Plesset (MP) [39, 40], and
coupled–cluster (CC) theories [40, 41, 42, 43, 44] with unfrozen core
and analytical energy gradients [35], where all MP and CC densities
were calculated as response densities using standard procedures [34,
35].

The DFT functionals employed reach from LDA to GGA and
hybrid functionals [37]. SVWN [5, 6], SVWN5 [5, 6], and the SPL
[5, 7] functionals were used as typical LDA functionals, the BLYP
[8, 10], BPW91 [8, 11], PW91P91 [11], and BP86 [8, 9] functionals as
typical GGA functionals, and the BH&H [12], B3LYP [13], B1LYP
[14, 15], and the mPW1PW91 [16] functionals as typical and most
often used hybrid functionals. The electron interaction effects
caused by X-SIE were obtained by comparing SIC-X calculations
with exchange-only (X-only) calculations. The SIC-C was investi-
gated in different ways; namely, by comparing SIC-XC with SIC-X
densities, with the help of the difference density generated from
HF+SIC-C and HF calculations, and from the difference density
distribution defined by [qðXCÞ � qðXÞ� � ½qðHF þ CÞ� qðHFþ
SIC-CÞ]. These procedures use different orbitals and so they should
lead to differing SIC-C densities; however, the difference density
plots obtained by the three approaches agree qualitatively, so in the
following discussion there is no need to distinguish between SIC-C
density distributions obtained in different ways [28].

All the calculations were carried out with Dunning’s cc-pVTZ
basis set, which corresponds to a (10s5p2d1f) [4s3p2d1f] contrac-
tion [45]. The calculations were done with the quantum chemical
program packages COLOGNE2001 [46], GAUSSIAN98 [47], and
ACES II [48].

3 Nondynamic correlation effects covered by
the exchange functional

The difference electron density distributions obtained
with correlation-corrected WFT methods and X-only
DFT calculations are shown in Fig. 1 for the ground
state of the N2 molecule. The difference density
DqðMP2;HFÞ ¼ qðMP2Þ � qðHFÞ (Fig. 1a) reveals
how the HF density changes when electron correlation
effects are included into the calculation. Electron-pair
correlation is introduced at the MP2 level of theory by
double (D) excitations, which transfer density out of the
bond region toward the N atoms (left–right correlation).
Also, density is shifted from the inner region of the
electron lone pairs of N (arranged along the molecular
axis) to the outer regions (in–out correlation). Obvious-
ly, there is also considerable angular correlation because
of the increase of the electron density in the regions of
the 2pp orbitals of the N atoms (Fig. 1a).

At the MP3 level of theory left–right, in–out, and
angular correlation are decreased as is shown by the
difference electron density distribution DqðMP3;MP2Þ¼
qðMP3Þ�qðMP2Þ (see Fig. 1b). There is a transfer of
negative charge from the valence regions of the atoms
back into the bond region and from the outer regions
back to the inner regions of the lone pairs. Hence, the
strong pair correlation effects obtained at the MP2 level
are reduced at the MP3 level of theory. It is known that
MP3 corrects the exaggeration of pair correlation

obtained at the MP2 level by a coupling of the D
excitations [40].

At each higher level of WFT, the pair correlation
effects are further fine-tuned, which becomes visible by
analyzing the relevant difference densities. For N2 and
other small molecules, one finds that MP and CC
methods can be ordered qualitatively in a series (Fig. 2)
according to their ability to separate the two electrons of
an electron pair (bond or lone pair) by left–right, in–out,
and angular correlation, where the latter effects are
difficult to separate from the former.

The difference density distributions generated for the
WFT methods reveal that MP4(SDQ) covers more pair
correlation effects than MP3 but still exaggerates pair
correlation, which is corrected at the CCSD level of
theory because infinite-order effects in the SD space
exclude any exaggeration of pair correlation effects.
Three-electron correlation as included by triple (T) ex-
citations at the MP4 level of theory separates electrons
in the triple bond of N2 more effectively fFig. 1c:
qðMP4Þ� q½MP4ðSDQÞ�g; however still not as strongly
as at the MP2 level of theory [Fig. 1d: qðMP4Þ�
qðMP2Þ]. We note in connection with this that the
mechanism of electron correlation is basically different
as soon as T excitations are included, but for reasons of
simplicity, we continue to consider just the degree of
left–right or in–out separation of negative charge as
caused by T excitations. Figure 1a–d confirm that pair
correlation effects are strongly exaggerated by just using
uncoupled D excitations [40].

At the MP4 level of theory, the separation of neg-
ative charge is still overestimated and is corrected when
infinite-order correlation effects are also included into
the T space. CCSD(T) [44] covers about 70% of these
effects [49] and, by this, provides a more balanced ac-
count of the separation of negative charge by left–right
or in–out correlation. At CCSD(T), pair correlation is
less than found at either the MP2 or MP4 levels of
theory (Fig. 2).

When the electron density distribution generated at
the X-only level of theory is compared with that ob-
tained at the HF [Fig. 1e: qðB-onlyÞ � qðHFÞ], MPn or
CC levels of theory, strong pair correlation effects are
also observed. Actually, left–right separation of charge is
stronger at the B-only level of theory than at the MP2
level and this is once more increased at the S-only level
of theory [Fig. 1f: qðS-onlyÞ � qðB-onlyÞ]. A different
quality in pair correlation effects seems to be reproduced
by the X functionals than by MP or CC methods. We
show in the following that in the former case correlation
effects are actually (long-range) nondynamic rather than
(short-range) dynamic and that they are caused by the
SIE of the X functionals used.

The self-interaction of electrons is largest in those
regions where the density is large, i.e. where the occu-
pied orbitals possess large amplitudes; hence, strong
self-interaction effects of electrons occur in the core,
bond, and lone-pair regions, which leads to a reduction
(by stronger Coulomb self-repulsion) or an increase of
the density (by stronger self-exchange). The changes in
the electron density caused by HF self-exchange are
reflected in Fig. 3. Since HF self-repulsion is exactly

293



canceled out by HF self-exchange, the corresponding
diagram reflecting the changes in the electron density
caused by self-repulsion is just the mirror image of
Fig. 3a, i.e. the difference density of Fig. 3a has to be
multiplied by �1.

The Coulomb self-repulsion of the electrons at the HF
level removes density out of the bond and lone-pair re-
gions into the valence regions of the atoms and the van

der Waals regions. HF self-exchange has just the oppo-
site effect, i.e. it transfers density back into the bond and
lone-pair regions (Fig. 3a) and so the two effects cancel
each other exactly. If approximate XC functionals are
employed, Coulomb self-repulsion will be larger than
self-exchange in the bond region. Accordingly, density is
removed artificially out of the bond regions by the re-
sulting X-SIE, thus simulating left–right and other pair

Fig. 1a–f. Contour line
diagram of the difference
electron density distribution
DqðrÞ¼qðmethod1Þ�
qðmethod2Þ of N2;

1Rþ
g calcu-

lated with the cc-pVTZ basis at
the experimental geometry. The
solid (dashed) contour lines are
in regions of positive (negative)
difference densities. The refer-
ence plane is the plane contain-
ing the two nuclei. The positions
of the atoms are indicated. The
contour line levels have to be
multiplied by the scaling factor
0.01 and are given in e bohr�3.
a MP2–HF, b MP3–MP2, c
MP4–MP4(SDQ), d MP4–MP2,
e B only–HF, f S only–B only
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correlation effects. This can be illustrated by plotting the
density changes resulting from the B-SIE functional
as reflected by the difference density DqðB-SIEÞ ¼
qðB-onlyÞ � qðSIC-BÞ (Fig. 3b). The corresponding
changes in the electron density are closely related to those
caused by MP2 when using the HF electron density
distribution as reference (Fig. 1a). In the following we
show that the MP2 density covers short-range, dynamic
correlation effects, while the B-SIE density represents
long-range, nondynamic electron correlation effects.

The approximate DFT exchange hole is, similarly as
the total XC hole, by construction localized, spherically
symmetric, and depends on the position of the reference
electron. Schematic one-dimensional representations of
HF, SIC-DFT, and DFT exchange holes are given for
H2 ðA ¼ HÞ in Fig. 4. Two positions of the reference
electron are considered; namely, at the bond midpoint of
H2 and at one of the nuclei. SIC-DFT should lead to an
exchange hole that is similar or, assuming the same
density, identical to the HF exchange hole. In the case of
H2, the latter is identical to the self-exchange hole and
equal to �qðrÞ given by the rg orbital density. Hence, the
SIC-DFT exchange hole is delocalized and is indepen-
dent of the position of the reference electron (Fig. 4a, b).
For molecules with A not being hydrogen, the structure
of the SIC-DFT exchange hole becomes more compli-
cated and depends on the position of the reference
electron. Nevertheless, for the latter being at the bond
midpoint the structure should be similar to that shown
in Fig. 4a for H2. Also, when the reference electron
moves in the direction of one nucleus A features of the
SIC-DFT exchange hole should resemble those shown in
Fig. 4b for the SIC-DFT exchange hole of H2. Hence,
conclusions drawn for H2 should be also valid for N2 or
other A2 molecules.

In general, correct exchange holes tend to be delo-
calized (Fig. 4) as was first pointed out by Slater [5, 50]
and later emphasized in particular by Becke [51], Grit-
senko et al. [52], and Schipper et al. [53]. However, one
should consider that with the reference electron being at

a nucleus A ðA > HeÞ a HF or SIC-DFT exchange hole
can also be localized because of the fact that core elec-
trons are localized at a nucleus. Hence, the tendency of
exchange holes to delocalize corresponds to situations
where the reference electron is in the bond region
probably occupying the bond orbital. Then, the negative
of the bond orbital density will shape the self-exchange
hole similarly as in the case of the H2 molecule and the
self-exchange hole, in turn, will strongly influence
the structure of the total exchange hole by imposing the
delocalized form of the bonding orbital on it.

One can relate the structure of the exchange hole to
the density or difference density distributions shown in
this work considering that both describe correlation ef-
fects. The exchange hole has hardly been used for this
purpose in the case of molecules, probably because one
expects that only a large (actually, infinite) number of
positions of the reference electron can provide a com-
plete description of electron correlation. In practice,
however, it is sufficient to consider just a few positions
for the reference electron; namely, those that are inter-
esting for the bond or the lone-pair electrons. For ex-
ample, the structure of the HF exchange hole can be
connected in this way to the sum of HF self-exchange
(Fig. 3a) and HF interelectronic exchange reflected by
the difference density distribution DqðexchangeÞ ¼
qðHFÞ � qðHartreeÞ (Fig. 3c).

Interelectronic exchange interactions are small in the
core regions, in the bond region, and in the van der
Waals regions because there is little chance of finding
two electrons of the same spin either because of spin-
coupling of electrons or because of a low electron den-
sity. Exchange interactions are, however, large in the
valence region (maximally four electrons of the same
spin can be found there for N or other atoms from the
first two rows of the periodic table) or in those regions
where r and p density of the N 
 N bond can penetrate
each other, thus enhancing the possibility of finding
electrons with the same spin. In all those region where
exchange interactions are large, Coulomb repulsion is
effectively reduced, thus leading to an increase of elec-
tron density as shown in Fig. 3c.

Inspection of the difference density distributions
reflecting the effects of interelectronic SIC-B and SIC-S
exchange reveals that they qualitatively possess the
same features. Differences are made visible by the
distributions qðSIC-XÞ � qðHF exchangeÞ (X ¼ B and
S) shown in Fig. 3d and e. Both SIC-B and SIC-S
exchange lead to increased electron densities in bond,
valence, and the outer van der Waals regions where
these effects are stronger for SIC-S exchange. Despite
these differences, the calculated difference densities
suggest that the HF, SIC-B, and SIC-S exchange holes
should possess similar delocalized structures in those
situations where the reference electron is in the bonding
region of N2.

Given the delocalized structure of the SIC-DFT
holes, the local character of the LDA or GGA exchange
holes can only be restored if the X-SIE part is also de-
localized, but in such a way that the delocalized struc-
ture of the SIC-DFT hole is annihilated. This is shown
schematically in Fig. 4 for the much simpler case of the

Fig. 2. Schematic representation of the degree of left–right and in–
out pair correlation effects for different wave function theory (WFT )
and density functional theorem (DFT ) methods [41]. For different
molecules the sequence of methods may change somewhat, which is
indicated by overlapping areas
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H2 molecule. The SIE part of the DFT exchange hole is
obtained by subtracting the SIC-DFT hole from the
DFT hole. It reveals that there will be an increased
probability of finding the second electron in the vicinity
of the two nuclei if the reference electron is at the bond
midpoint (Fig. 4a). Similarly, if the reference electron is
at the left nucleus, there will be a relatively large prob-
ability of finding the second electron at the right nucleus
(Fig. 4b). Hence, the SIE part of the LDA exchange hole

mimics long-range left–right electron correlation sepa-
rating on the average two electrons over the distance of
one or half a bond length depending on the position of
the first electron. Because the pair correlation effects
simulated by DFT exchange are long-range effects, their
impact on the electron density distribution is signifi-
cantly stronger than the impact of the short-range
(dynamic) effects covered by MP2. This is shown
schematically in Fig. 2.

Fig. 3a–f. Contour line
diagram of the difference
electron density distribution
DqðrÞ ¼ qðmethod 1Þ
�qðmethod 2Þ of N2;

1 Rþ
g cal-

culated with the cc-pVTZ basis
at the experimental geometry.
The solid (dashed) contour lines
are in regions of positive
(negative) difference densities.
The reference plane is the plane
containing the two nuclei. The
positions of the atoms are indi-
cated. The contour line levels
have to be multiplied by the
scaling factor 0.01 and are given
in e bohr�3. a HF self-exchange
assessed as the negative of
Coulomb self-repulsion (meth-
od 1: DFT without · C method
2: Hartree), b SIE of B exchange
(method 1: B only; method 2:
B), c HF interelectronic ex-
change (method 1: HF; method
2: Hartree), d SIC-B–HF ex-
change, e SIC-S–HF exchange,
f SIE of S exchange (method 1:
S only; method 2: SIC-S)
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Figure 2 can be related to the stability of a restricted
description of a given reference system, for example, the
dissociation of N2;

1 Rþ
g . The stability parameter, k, is

listed in Table 1 for a number of XC functionals at
rðNNÞ ¼ 1:6 Å, which is close but beyond the internu-
clear distance, at which the RDFT and UDFT dissoci-
ation curves bifurcate. The more negative k is, the less
stable is the XC functional. According to the values of
Table 1, the following order of stability is obtained for
the XC functionals investigated: SPL > SVWN >
SVWN5 > BPL > BP86 > BLYP > PW91PW91 >
BPW91 > S only > B only > B3LYP > B3PW91 >
mPW91PW91 > (SIC-SVWN5 > SIC-BLYP > SIC-
PW91) > HF where in the case of the SIC functionals
the external stability was estimated by determining the
distance rb(NN), at which the RDFT and the UDFT
solution bifurcate. Similar orders of stability were also
found for other molecular systems: LDA functionals are
always more stable than GGA functionals and these are
more stable than hybrid functionals [31]. However,
within a certain group of functionals, changes in the
order of stability are possible from molecule to molecule.
The rule of thumb is that a method is stabler the more
correlation effects it covers. This rule can be detailed in
the case of a dissociating molecule by noting that the
stability of the method increases in the way that more

left–right correlation effects are included. A particular
XC functional will lead to more stability if the exchange
part includes a larger number of unspecified nondynamic
electron correlation effects (instability indicates a lack of
nondynamic electron correlation). Hence, DFT meth-
ods, which suffer from a larger X-SIE, are more stable
than either HF, low-order MPn methods, or DFT
methods with a smaller X-SIE, simply because the SIE
mimics nondynamic electron correlation. As S-exchange
covers more left–right correlation than B exchange
(Figs. 1f, 2), XC functionals including S exchange are
more stable than GGA functionals. We conclude that
the X-SIE and the number of unspecified long-range pair
correlation effects it mimics, is directly responsible for
the stability of an approximate XC functional. The
stability is fine-tuned by the amount of dynamic electron
correlation effects covered by the C functional. This
conclusion leads to two additional corollaries.

1. Since the nondynamic correlation effects artificially
included via the X-SIE are unspecified, they do not
necessarily lead to an improved description of the
dissociating molecular system.

2. If a DFT method is used that by the form of the wave
function includes long-range nondynamic correlation
effects, either a double counting or a suppression of
nondynamic electron correlation effects may occur.

Corollary 1 can be substantiated by data obtained with
the various XC functionals for the dissociating N2

molecule. In Table 1, the calculated dissociation ener-
gies, De of N2 are listed, which confirm that the greater

Fig. 4. Schematic representation of a the delocalized exchange hole
of the SIC-B functional, b the hole associated with the SIE-B
functional, and c the local exchange hole of a general gradient
approximation functional. The reference electron is considered to
be close to the right nucleus A

Table 1. Properties of N2 (1Rþ
g ) calculated at various levels of

theory. Hartree–Fock (HF) and density functional theory (DFT)
calculations with Dunning’s cc-pVTZ basis set [45]. Lowest
eigenvalue k at a N–N distance of 1.6 Å, equilibrium distance Re

in (Å), harmonic vibrational frequency xe (cm�1), dissociation
energy De (kcal/mol)

Functional k Re xe De

SPL 0.0027 1.096 2396 273.1
SVWN 0.0014 1.095 2408 274.2
SVWN5 )0.0044 1.096 2478 266.9
BPL )0.0092 1.102 2336 239.7
BP86 )0.0170 1.103 2348 244.3
BLYP )0.0193 1.103 2338 240.5
PW91PW91 )0.0200 1.101 2360 243.0
BPW91 )0.0220 1.102 2355 237.0
S only )0.0373 1.107 2331 211.5
B only )0.0489 1.113 2270 178.5
B3LYP )0.0659 1.091 2452 229.5
B3PW91 )0.0690 1.091 2463 225.4
mPW1PW91 )0.0825 1.089 2488 222.4
HF )0.2738 1.067 2733 116.4
SIC-S 1.098a 182.1
SIC-B 1.098a 144.6
SIC-PW91X 1.098a 162.0
SIC-SVWN5 1.098a 237.8
SIC-BLYP 1.098a 206.8
SIC-PW91PW91 1.098a 219.3
Exp.a 1.098 2359 228.4

a Experimental Re and De values and xe from Huber and Herzberg
[38]
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stability of the XC functional does not necessarily imply
a better De value. The magnitude of the calculated
De(XC) values decrease in the series (XC given) SVWN
> SPL > SVWN5 > BP86 > PW91PW91 > BLYP >
BPL > SIC-SVWN5 > BPW91 > B3LYP ’ experiment
> B3PW91 > mPW91PW91 > SIC-PW91 > PW91 only
> SIC-BLYP > S only > B only > HF, where the best
agreement between theory and experiment is found for
B3LYP, which is a XC functional with relatively low
stability (see earlier). The LDA functionals exaggerate
the dissociation energy by almost 40 kcal/mol, while the
GGA functionals still exaggerate De by 10–13 kcal/mol.
Similar observations have often been attributed to the
fact that DFT exaggerates the strength of the chemical
bond [3, 4]. More detailed analysis has stressed that the
exchange hole in the case of an atom is localized and,
therefore, the DFT description is adequate for the atom;
however, for a molecule the local character of the
exchange hole leads to an additional admixture of long-
range nondynamic electron correlation effects and, by
this, to an unbalanced description of the molecule,
enhancing its stability inadequately. Hence, the greater
stability of an X or XC functional indicates deficiencies
when describing bond parameters, for example, bond
dissociation energies. SIC-DFT, although much less
stable than DFT, approaches the performance of HF,
which can be explained by the fact that long-range
nondynamic electron correlation is no longer covered by
the X-SIC functional. The best performance is provided
by the B3LYP hybrid functional, which perfectly
reproduces the experimental De value of N2. Of course,
this is due to the fact that B3LYP was calibrated against
experimental data; however, the calibration was guided
by the objective to minimize the SIE and, by this, the
amount of unspecified nondynamic correlation, while
keeping at the same time some of the latter effects. In
this way, the hybrid functionals perform much better
than GGA functionals.

4 Can DFT lead to a double counting
of nondynamic correlation effects?

If broken-symmetry (BS) UDFT calculations are carried
out for a dissociating molecule such as N2 or any other
system with multiconfigurational character, a double
counting of nondynamic electron correlation could be
possible as both the X functional and the form of the
UDFT wave function introduce long-range left–right
correlation effects. For the purpose of setting up the BS-
UDFT wave function of the dissociating molecule, an
initial guess is constructed by mixing the highest
occupied (HO) molecular orbital and the lowest unoc-
cupied (LU) molecular orbital of the closed-shell RDFT
solution.

WBS�U
open ¼ jwrwsi ; ð5aÞ

where

wr ¼ cos h wHO þ sin h wLU ;

ws ¼ cos h wHO � sin h wLU

and where the orbital rotation angle h is optimized
during the SCF iterations. The resulting orbitals wr and
ws are the localized counterparts of wHO and wLU,

respectively. Using Eq. (5), the open-shell part, WBS�U
open ,

of the BS-UDFT wave function can be written in the
form of Eq. (6).

WBS�U
open ¼ cos2 h jwHOwHOi � sin2 h jwLUwLUi

þ
ffiffiffi
2

p
cos h sin h jwHOwLUi

T :
ð6Þ

Hence, the BS-UDFT state is a mixture of the jwHOwHOi
and jwLUwLUi singlet states and the jwHOwLUi (MS ¼ 0)
triplet state. The spin symmetry is broken. With respect
to spatial symmetry, the BS-UDFT reference state does
not belong to any irreducible representation but is part
of a reducible representation that covers the symmetries
of the singlet and the corresponding triplet state of the
dissociating molecule. The BS-UDFT wave function
(Eq. 6) has two-configurational character similar to that
of the generalized valence bond approach for one
electron pair [54]. It introduces long-range left–right
correlation as can be seen from Fig. 5a, which gives
the difference density distribution qðBS-UBLYPÞ�
qðRBLYPÞ for the dissociating N2 molecule at
rðNNÞ ¼ 1:6 Å. If a BS-UDFT calculation is carried
out with, for example, the GGA functional BLYP, long-
range dynamic electron correlation effects are included
once via B exchange and once via the two-configura-
tional form of the wave function of Eq. (6). One could
argue that this leads to double counting of nondynamic
electron correlation and exaggerated stability of the
dissociating molecule relative to the separated fragments
(240.5 kcal/mol, Table 1). To clarify this question, we
consider first SIE and correlation effects covered by
hybrid functionals.

As shown previously RDFT solutions obtained with
hybrid functionals are found to be less stable than those
obtained with GGA functionals, for example, the
RB3LYP calculation of the dissociating N2 molecule
is less stable than the RBLYP calculation. Hybrid
functionals were constructed to compensate some of the
shortcomings of approximate GGA functionals [13]. By
mixing in about 20% of exact exchange, part of the X-SIE
is corrected and some of the long-range correlation effects
are annihilated. This can be made visible by comparing the
B3LYP with the BLYP and the SIC-BLYP electron
density distribution of the N2 molecule at equilibrium
(Fig. 5d–f). Relative to BLYP (Fig. 5d), the B3LYP
density indicates a considerable reduction of long-range
left–right and other pair correlation effects. There is more
density in the bond and lone-pair regions and less in the
valence and van der Waals regions (Fig. 5d), which is
similar to the changes found for the difference density
q(SIC-BLYP)�q(BLYP) (Fig. 5e). However, relative to
the SIC-BLYP density, which no longer includes any
nondynamic pair correlation effects, B3LYP still covers a
considerable number of nondynamic left–right and in–out
correlation effects (Fig. 5f).
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If there is any double counting of nondynamic elec-
tron correlation effects, this should be considerably
larger for BLYP (GGA functionals) than for B3LYP
(hybrid functionals). In this case, the difference density
plot DðrÞ¼ ½qðUB3LYPÞ�qðRB3LYPÞ� �½qðUBLYPÞ�
qðRBLYPÞ� should indicate a decrease rather than an
increase of left–right and other pair correlation effects.
We generated these plots for increasing r(NN) (Fig. 5c:

rðNNÞ¼ 1:7 Å) and found that in all cases DðrÞ suggests
larger pair correlation effects for the hybrid rather than
the GGA functional. In addition, the calculated natural
orbital occupation numbers (NOON), which provide a
measure of the two-configurational character of the BS-
UDFT wave function, are always larger for the LUMO
of the UB3LYP than the UBLYP calculation (Table 2),
indicating that the hybrid functional yields larger two-

Fig. 5a–f. Contour line
diagram of the difference
electron density distribution
DqðrÞ ¼ qðmethod1Þ�
qðmethod 2Þ of N2;

1 Rþ
g and

H2;
1 Rþ

g calculated with the
cc-pVTZ basis. The solid
(dashed) contour lines are in
regions of positive (negative)
difference densities. The refer-
ence plane is the plane contain-
ing the nuclei. The positions of
the atoms are indicated. The
contour line levels have to be
multiplied by the scaling factor
0.01 and are given in e bohr�3.
a N2;

1 Rþ
g at 1.6 Å: UBLYP–

RBLYP. b H2;
1 Rþ

g at 1.8
Å: UBLYP–RBLYP. c N2;

1 Rþ
g

at 1.7 Å: (UB3LYP–RB3LYP)
– (UBLYP�RBLYP), d
B3LYP–BLYP, e SIC-BLYP–
BLYP, f B3LYP–SIC-BLYP
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configurational character of the wave function. Similar
observations are made when using methods such as re-
stricted ensemble KS (REKS) DFT, [55] which include
multiconfigurational methods in a more direct way: the
NOON values obtained for the REKS/B3LYP calcula-
tion indicate more multiconfigurational character than
the NOON values of the REKS/BLYP calculation [56].

Actually this result is reasonable because the method,
which includes more nondynamic correlation effects in
an unspecified way (e.g. BLYP) is more stable, has a
lower need for a multiconfigurational treatment, and,
accordingly, leads to a smaller HOMO–LUMO mixing
when setting up the BS-UDFT wave function or reduced
mixing of active orbitals in the case of a REKS calcu-
lation. The amount of nondynamic electron correlation
covered by the exchange functional suppresses the mul-
ticonfigurational character introduced by the form of the
wave function and by this double counting of nondy-
namic correlation effects does not occur.

Hence, it remains to be clarified whether it is of
advantage to include nondynamic electron correlation
via the exchange functional or via the wave function.
Clearly, the first choice is more economical but suffers
from the fact that an account of nondynamic electron
correlation in an unspecified way cannot guarantee an
accurate description of a given molecular system with
distinct multiconfigurational character. In the case of
BS-UDFT or REKS calculations, nondynamic electron
correlation is included in a system-characteristic fashion
via the form (and energy) of the frontier or active orb-
itals. Hence, the latter methods should always lead to
more accurate descriptions for multireference problems
as is amply documented in the literature (for the pitfalls
when using BS-UDFT, see Ref. [57]).

In view of these arguments, it is a contradiction in
itself to carry out BS-UDFT or REKS calculations with
a GGA functional such as BLYP. In this case, specific
nondynamic correlation effects one wants to include are
suppressed by unspecified nondynamic correlation

effects already included by the GGA exchange func-
tional. Hence, one reduces the efficiency of multiconfig-
urational DFT and carries out DFT at high cost but
with little chance of improving the accuracy of the DFT
description. BS-UDFT, REKS, etc. should always use
hybrid functionals such as B3LYP because only the
latter guarantee maximum efficiency and a description of
the multiconfigurational system preferentially by specific
rather than unspecified nondynamic correlation effects.1

This is directly reflected by the dissociation energies
listed in Table 1 [B3LYP leads to a De(NN) value of
229.5 kcal/mol in close agreement with the experimental
value of 228.4 kcal/mol [38]] and the N2 dissociation
curves shown in Fig. 6.

These consideration will not play any role if corre-
lation functionals are combined with HF, GVB [58], or
CASSCF [59] exchange since at these levels of theory the
exchange hole adopts its correct form.

5 Is there a need for a generally applicable
SCF-SIC-DFT method?

The SCF-SIC-DFT method used in this work is
expensive relative to standard DFT and suffers from
theoretical deficiencies as pointed out in Sect. 2. One
could argue that a suppression of all unspecified
nondynamic correlation effects and a correct description
of the exchange hole provides a better basis for any
multiconfigurational DFT, which includes nondynamic
correlation effects in a specific and, by this, more
effective way (however, losing by this, the conceptual
simplicity and low cost of standard DFT).

SIC-DFT methods apart from special cases lead
mostly to a deterioration of results as is reflected by the
De values of Table 1: they are either too large (SIC-
SVWN5) or too small (SIC-BLYP and SIC-PW91). It
has also been observed in other investigations that SIC-
DFT descriptions of normal closed-shell molecules do
not offer much improvement relative to standard DFT
methods [25]. This reflects simply the fact that the XC
functionals used in the SIC-DFT calculations were op-
timized with rather than without the SIE. Hence, SIC-
DFT can only offer an improved performance if XC
functionals are reoptimized under SIE-free conditions.

As reflected by the N2 dissociation potentials shown
in Fig. 6, SIC-RBLYP suffers from similar deficiencies
as RHF. The method is less stable than RBLYP (early
bifurcation point, Fig. 6) and the potential increases
steeply for increasing r(NN). The SIC-UBLYP potential
is similarly curved as the corresponding full configura-
tion interaction (FCI) potential curve, however as
mentioned earlier the De value calculated (206.7 kcal/
mol, Table 1) is 22 kcal/mol too small. The best
agreement with the FCI potential curve [60] is obtained
with the UB3LYP description, while UBLYP or
UPW91PW91 deviate from the FCI curve.

Table 2. Biradical character, v, and natural orbital occupation
number (NOON) of N2 (1Rþ

g ) calculated at various distances, R,
with BLYP and B3LYP. DFT calculations with Dunning’s
cc-pVTZ basis set [45]. The HOMO corresponds to the 1pu orbital;
the LUMO to the 1pg orbital

BLYP B3LYP

R ¼ 1:6 Å
hS2i 0.447 1.075
NOON(1pu) 1.883 1.686
NOON(1pg) 0.117 0.313
v (%) 11.7 31.3

R ¼ 1:7 Å
hS2i 0.929 1.423
NOON(1pu) 1.738 1.557
NOON(1pg) 0.262 0.442
v (%) 26.2 44.2

R ¼ 2:0 Å
hS2i 1.840 2.183
NOON(1pu) 1.406 1.293
NOON(1pg) 0.594 0.707
v (%) 59.4 70.7

1 The B3LYP functional is less stable and indicates in this way the
need for nondynamic electron correlation effects, which are
specifically introduced via the form of the wave function.
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These arguments suggest that a useful SIC-DFT
method must restore the computational simplicity of
standard DFT. Simpler SCF-SIC-DFT methods have
been suggested [61], however these are still more ex-
pensive than perturbational SIC-DFT is. For example,
one can refrain from mixing occupied with occupied
orbitals in the SCF-SIC-DFT procedure (which actu-
ally helps to avoid breaking the molecular symmetry);
however, the energy minimum in the SIC-DFT mini-
mization is not obtained and the SIE is underestimated.
There is need for SIE-free XC functionals constructed
in a similar way as the LYP correlation functional [10].
SIE-free XC functionals would be the appropriate
functionals for use in connection with BS-UDFT,
REKS, or any other multiconfigurational DFT; how-
ever, the best choice of an XC functional would be one
that excludes SIE and includes long-range correlation
effects in a specific way. The present analysis is con-

sidered to provide some of the knowledge needed for
designing such functionals.

5 Conclusions

The SIE of commonly used X functionals converts the
delocalized SIC-DFT exchange hole to the localized,
spherically symmetric form of the DFT exchange hole.
In this way, features of the electronic structure contained
in the SIC-DFT exchange hole are lost, for example,
important exchange delocalization effects can no longer
be described. The SIE part of the DFT hole, however,
mimics long-range (nondynamic) electron correlation
effects, which increase the stability of the RDFT
solution. The SIE is larger for LDA than for GGA
functionals and, accordingly, the former simulate more
nondynamic electron correlation effects and become

Fig. 6. Dissociation curves of
N2;

1 Rþ
g as obtained with

different WFT and DFT
method
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more stable. The order of the stabilities of commonly
used XC functionals reflects directly the magnitude of
their SIEs and the nondynamic correlation effects
mimicked.

BS-UDFT, REKS, and other multiconfigurational
DFT calculations introduce nondynamic electron cor-
relation effects via the form of the wave function. These
effects, however, will be suppressed if the exchange
functional already covers a considerable number of
nondynamic correlation effects in an unspecified way,
thus reducing the effectiveness of the multiconfigura-
tional DFT calculation; hence, the latter should be
preferentially done with B3LYP or other hybrid func-
tionals rather than with GGA functionals such as
BLYP. The instability of the hybrid functionals is not a
reason against their use, on the contrary it can be con-
sidered as useful indicator for the need of system-specific
nondynamic electron correlation effects that are best
introduce via multiconfigurational DFT.
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